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Land cover classification over large geographic areas using remotely sensed data

is increasingly common as a result of the requirements of national inventory and

monitoring programmes, scientific modelling and international environmental

treaties. Although large-area land cover products are more prevalent, standard

operational protocols for their validation do not exist. This paper provides a

framework for the accuracy assessment of large-area land cover products and

synthesizes some of the key decision points in the design and implementation of

an accuracy assessment from the literature. The fundamental components of a

validation plan are addressed and the framework is then applied to the land cover

map of the forested area of Canada that is currently being produced by the Earth

Observation for Sustainable Development programme. This example demon-

strates the compromise between the theoretical aspects of accuracy assessment

and the practical realities of implementation, over a specific jurisdiction. The

framework presented in this paper provides an example for others embarking on

the assessment of large-area land cover products and can serve as the foundation

for planning a statistically robust validation.

1. Introduction

The classification of land cover over large geographic areas with remotely sensed

data is increasingly common. An overview of the status and research priorities for

large-area mapping with satellites is given by Cihlar (2000). Regions (Homer et al.

1997), nations (Loveland et al. 1991, Fuller et al. 1994, Zhu and Evans 1994, Cihlar

and Beaubien 1998), continents (Stone et al. 1994) and the globe (Loveland and

Belward 1997, Loveland et al. 2000, Hansen et al. 2000, Zhu and Waller 2003) have

been mapped with a range of satellite data at various spatial resolutions. The

increase in large-area land cover mapping projects may be explained by several

factors: an increase in the availability and/or affordability of low spatial resolution

(AVHRR, MODIS) and medium spatial resolution (Landsat, SPOT, IRS) imagery;

a need for national and global land cover inventories to facilitate the modelling of

complex Earth systems; the study of land cover change resulting from deforestation

and environmental degradation; and the political need to fulfil obligations of
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international treaties such as the Convention on Climate Change (Kyoto Protocol)

and the Convention on Biological Diversity.

Although large-area land cover products are increasingly prevalent, standard

operational protocols for their validation do not exist (Justice et al. 2000).

Furthermore, a sufficient level of accuracy is assumed in order to rationalize the

applied use of these products (Morisette et al. 2002, Stehman and Czaplewski 2003).

Given the significance of these large-area land cover products to a wide variety of

applications, their validation in a statistically robust fashion is vital. As accuracy

assessment protocols for large-area land cover products are developed, some of the

issues that need to be addressed include: logistically feasible and statistically valid

sampling strategies; the capability to assess the accuracy of the reference data; and

stable and informative metrics of accuracy (Franklin and Wulder 2002).

The validation of map products derived from remotely sensed data has evolved

significantly over time. Congalton (1994) categorized four definite historical stages

of accuracy assessment, progressing from visual appraisal, to aspatial area

summaries, to primitive error matrix analysis, to the current rigorous statistical

approaches. There have been several reviews of accuracy assessment methods in the

literature over the past 15 years (Congalton 1991, Janssen and van der Wel 1994,

Justice et al. 2000, Foody 2002). Over this time, accuracy assessment protocols have

changed in response to the demands of statistical rigour and the increasingly

sophisticated applications that are now possible with satellite-based land cover maps

(e.g. Bauer et al. 1994, Cohen et al. 2001). The site-specific methods used to assess

accuracy at local and regional scales may not be fully transferable to coarser (i.e.

national and global) scales; however, several key elements of existing remote sensing

validation methodologies form the foundation for the design of an accuracy

assessment framework for large-area land cover products.

The objective of this paper is to provide a framework for the accuracy assessment

of large-area land cover products and to develop some context and understanding

for the application of the framework to a specific product: the Earth Observation for

Sustainable Development (EOSD) land cover of the forested area of Canada

(Wulder et al. 2003). Large-area land cover products require well thought out

validation plans that have clearly defined goals and objectives and that identify and

execute proper statistical procedures. In this paper, we present a summary of the

principles and techniques appropriate for the accuracy assessment of large-area land

cover classifications developed from satellite remotely sensed data. First, we

consider several elements of existing accuracy assessment protocols, relying on the

literature to reveal key decision-points that must be considered in the validation of a

large-area land cover mapping product. Then a discussion of accuracy assessment,

within the context of the EOSD mandate, is provided. The principles developed and

presented may be adapted to suit the circumstances of other jurisdictions facing a

similar need to assess the accuracy of a large-area land cover product.

2. Establishing a framework large-area land cover accuracy assessment

A framework facilitates a standardized decision-making process whereby key issues

in the design of an accuracy assessment for a large-area land cover product are

addressed. Initially, it is imperative that the objective of the accuracy assessment be

clearly defined, followed by a thorough consideration of the three essential

components of an accuracy assessment: sampling design, response design and

analysis (Stehman and Czaplewski 1998).
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2.1 Special considerations for large-area land cover

Statistically rigorous accuracy assessment for large-area land cover classification is

frequently constrained by the lack of suitable ground data, logistical realities and

high monetary costs (Merchant et al. 1994, Muchoney et al. 1999). A decade ago,

Congalton (1994) identified the need for procedures to validate large-area products.

More recently, Foody (2002) highlighted many of the issues associated with the

accuracy assessment of large-area mapping products derived from coarse-resolution

remotely sensed data. The primary methodological error cited by Foody (2002) is

the reporting of invalid accuracy assessment results derived from standard error

matrix analysis, despite the violation of many of the assumptions associated with

this type of analysis (e.g. pure pixels, discrete classes). There is growing acceptance

that traditional means of validating classifications generated from Landsat or SPOT

data are not automatically transferable to coarser scales (e.g. AVHRR) (Merchant

et al. 1994, Foody 2002).

It is important to make the distinction between the validation of large-area land

cover products derived from low spatial resolution (AVHRR, MODIS) imagery and

those products derived from medium spatial resolution (Landsat, SPOT) imagery, as

each product presents unique challenges for validation (Merchant et al. 1994,

Scepan 1999, Wulder et al. 2004a). However, all large-area land cover products,

regardless of the spatial resolution of the source data from which they are generated,

share many common logistical constraints that primarily result from the large

spatial extent of the products.

This paper focuses on the validation of products derived from medium spatial

resolution data (Franklin and Wulder 2002). Examples of these products include

national land cover maps derived from Landsat or SPOT data, such as the large-

area land cover product of the conterminous United States produced by the Multi-

Resolution Land Characteristics Consortium (Vogelmann et al. 2001) and the

EOSD land cover mapping project of the Canadian Forest Service and the Canadian

Space Agency (Wulder et al. 2003). Both of these products present challenges for

validation (Stehman 1996b). However, as more large-area land cover products are

generated and validated, appropriate and robust sampling and analysis protocols

are emerging (Edwards et al. 1998, Scepan 1999, Zhu et al. 1999, Stehman et al.

2000, Yang et al. 2001, Morisette et al. 2002, Fuller et al. 2003, Stehman et al. 2003).

2.2 Defining the objective of the accuracy assessment

Map accuracy is a sufficiently complex concept that no single definition or approach

can realistically encompass all possible situations in answering the question: How

accurate is the map? The appropriate accuracy assessment protocol often develops

from consideration of the following question: Is the map sufficiently accurate for a

specific application? The understanding is that not all applications require the same

level of accuracy to be successfully accomplished, and therefore the same level of

effort need not be expended to determine map accuracy for different possible

applications. Unfortunately, in the context of large-area land cover products, the

needs of all possible future applications cannot be foreseen or accommodated

(Stehman 1996b).

Accuracy assessment may be undertaken for many different purposes, and these

different purposes may influence the choice of approach and result (Janssen and

van der Wel 1994). For some users, the lack of an appropriately detailed accuracy
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assessment would be cause to discontinue the use of the map. For others, the

absence of an accuracy assessment might constitute little or no impediment to map

acceptance and use; Stehman (2001) suggested that if probability-designed sampling

cannot be carried out, or if sample sizes are too small such that estimates have poor

precision, it would be prudent to omit the assessment entirely — since even minimal

standards of rigour would not be met. Similarly, Czaplewski (2003) identified the

minimal value gained by investing scarce resources in an unreliable accuracy

assessment. The idea of forgoing an accuracy assessment under certain conditions

requires consideration in juxtaposition to the substantial research effort in the field

of remote sensing that is focused on methods for increasing accuracy. If a map is

expected to be less than adequate for a given application, perhaps resources are best

expended on improving the classification accuracy to a desired level, as opposed to

documenting map accuracy deficiencies in comprehensive detail.

The objective of the accuracy assessment will ultimately determine the scope of

the assessment, the degree of statistical rigour necessary, and the requisite level of

resources. Clearly defining the objective of the accuracy assessment in consideration

of the intended application(s) and the operational constraints of the specific project

determines whether an accuracy assessment is a worthwhile investment. An

unambiguous objective sets the stage for the design of the accuracy assessment.

The rationale for the stated objective should be well documented, to ensure that

future users of the land cover product clearly understand the circumstances within

which the accuracy statistics may be appropriately applied. In the context of

statistical estimation, accuracy and precision are closely associated with one

another. Accuracy defines how close the sample map accuracy is to the true map

accuracy, while precision defines the repeatability of obtaining the sample map

accuracy (or a value close to it) through repetitive sampling. An estimate with high

precision in this context refers to one with low variability and a narrow confidence

interval (Stehman 2001). Both accuracy and precision should be documented.

3. Sample design

The sample design is the protocol by which the reference data are selected (Stehman

and Czaplewski 1998). A sample design is required to determine the number and

spatial location of samples that will be obtained for the accuracy assessment.

Inherent to the process of selecting an appropriate sampling design is the selection of

the sampling frame and sampling unit.

3.1 Determining the appropriate sampling frame

A sampling frame is defined as the ‘materials or devices, which delimit, identify, and

allow access to the elements of the target population’ (Särndal et al. 1992, p. 9).

Ideally, the sampling frame will match the target population; however, in natural

resource applications it is common for the sampling frame to contain many non-

target elements, and for many of the target elements to be inaccessible (Stevens and

Olsen 2004). Sampling frames are usually list frames or area frames; in an ecological

context, both forms of sampling frames may be implemented, depending on the

nature of the sample units (Stevens 1994). For example, discrete features, such as

small lakes, may be represented as points even though they have some area

associated with them. Conversely, extensive features, such as forests, may be

represented in an area frame. A list frame, as the name implies, is a list of all the
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sample units available for sampling. The type of sampling frame that is most

appropriate for large-area land cover validation depends on the nature of each land

cover class and whether the class is discrete or extensive. When using an area frame,

an explicit rule for associating a spatial location within the frame to a unique

sampling unit must be established. List frames may also be spatially enabled. A

sample frame may be defined by a specific spatial dataset, such as the National Air

Photo Program coverage (Zhu et al. 2000) or the entire landmass of a country (if

evaluating a national product).

3.2 Determining the appropriate sampling unit

Sampling units are usually either point or area and their various forms and relative

advantages and disadvantages are detailed in Stehman and Czaplewski (1998) and

Stehman and Overton (1996). In some circumstances, discrete areal units such as

lakes may be represented as points for sampling purposes (Stevens 1994, Stevens and

Olsen 2004). Commonly, area units such as pixels, polygons or fixed-area plots are

used (e.g. Zhu et al. 2000, Laba et al. 2002, Stehman et al. 2003). Note that the

choice of sampling unit is not constrained by the unit of representation on the map,

and that the sampling unit is identified independent of the reference classification

(Stehman and Czaplewski 1998). Selection of an appropriate sampling unit may be

influenced by: project objectives, landscape characteristics, features of the mapping

process, practical constraints, location error, minimum mapping unit, and treatment

of polygon boundaries (Stehman and Czaplewski 1998, Zhu et al. 2000). In the

context of large-area land cover, some have selected the sampling unit to reflect the

unit of the final product (Stehman 1996a, Zhu et al. 1999) or the unit of the source

imagery (Franklin et al. 1991, Janssen and van der Wel 1994).

3.3 Selecting an appropriate sample size

Sample size is often determined based on probability theory (binomial distribution)

or an approximation of the normal distribution (Congalton 2001). There is a clear

relationship between sample size and total population size that suggests a threshold

beyond which additional samples add little to the assessment of accuracy (although

increasing confidence may be obtained). For an accuracy assessment of a land cover

classification, a sample size of 100 per class ensures that accuracy can be estimated

with a standard error of no greater than 0.05 (Stehman 2001). Many authors

recommend 30 to 50 samples per class (e.g. Goodchild et al. 1994). Smaller samples

represent lower cost as well as lower precision; if land cover classes have relative

levels of importance to the objective of the accuracy assessment, then reducing the

sample size in less important classes can preserve precision for the more important

classes (Stehman 2001). In image data, location-dependent models of uncertainty

and spatial autocorrelation may need to be considered since these properties of

spatial data can influence sample sizes useful for a variety of image processing

functions, including accuracy assessment (Moisen et al. 1994, Kyriakidis and

Dungan 2001). Czaplewski (2003) recommends the construction of an expected

error matrix in order to determine the appropriate sample size for any given

application. This expected error matrix facilitates the determination of confidence

intervals for alternate scenarios of sample design and sample size, allowing the user

to evaluate tradeoffs between the costs of sampling and the desired precision of

accuracy estimates.
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3.4 Selecting an appropriate target accuracy

A fundamental question of sample design involves determining the acceptable level

of accuracy, since the acceptable or target accuracy, combined with the acceptable
level of error, may be used to determine the required sample size. The question of

the acceptable level of accuracy is often answered by reference to the seminal work

of Anderson et al. (1976) who outline the criteria for an effective land use and land

cover classification scheme for use in conjunction with remotely sensed data.

Specifically, Anderson et al. (1976, p. 5), citing the earlier work of Anderson (1971),

state that ‘the minimum level of interpretation accuracy in the identification of land

use and land cover categories from remote sensor data should be at least 85 percent’.

A review of the original source indicates that Anderson (1971, p. 381) recommended
‘a minimum level of accuracy of about 85 to 90 percent or better’. Anderson (1971,

p. 381) rationalizes this level of accuracy as being ‘nearly comparable with the level

of accuracy attained by the Bureau of the Census in obtaining information about

land use by enumeration in the Census of Agriculture, which is taken every five

years’. Therefore, although an 85% accuracy target is widely accepted by the remote

sensing community as a benchmark, as several recent examples indicate (Foody

2002, Reese et al. 2002, Fuller et al. 2003, Tømmervik et al. 2003), its usefulness as a

standard is unclear. Others have also questioned the validity of the 85% target (Laba
et al. 2002, p. 453):

The accuracy assessments of several recently completed regional-scale land cover

mapping projects indicate that producer’s and user’s accuracies are stabilizing in the

50–70% range, independent of level of taxonomic detail or methodological approaches

(Edwards et al. 1998, Ma et al. 2001, Zhu et al. 2000). In our view, additional

improvements in accuracy are not likely, and that only through the use of sensors with

high spectral, spatial, and temporal resolution will map accuracies approach 80%. In

addition, the traditional, and artificial, target of 85% overall percent correct should

not be used as a criterion to measure success or failure of a land cover mapping

project.

Is 85% a realistic goal for all classes or only a subset? Are vegetation classes given
equal importance (or weight) with non-vegetated classes and are area weights

appropriate as per Card (1982)? Anderson et al. (1976) suggested that the accuracy

for all classes should be about equal; such an approach might imply that an effort to

obtain consistent accuracies, at some lower level, may be a priority over achieving

higher accuracy in only a few classes. Given a national programme of land cover

mapping with highly variable input data layers and resources for image analysis,

there may be some rationale to examine carefully the viability of an 85% accuracy

target and the ideas of approximately equal accuracy and weights across all classes.

Ultimately, the required level of accuracy of the product should depend on its

intended application. For example, Czaplewski and Patterson (2003) describe a

remotely sensed land cover product that was created for the purpose of stratifying a

landscape in order to improve sampling efficiency. Czaplewski and Patterson (2003)

provide a summary of the accuracies required for predetermined gains in sampling

efficiency, as a function of the number of categories in the classification. For

example, in order to garner substantial gains in sampling efficiency from a land

cover product having more than 10 classes, accuracies for each stratum are required
to exceed 70%. Czaplewski and Patterson (1993) identify a strong dependence

between accuracy and prevalence. If a subpopulation is common, then the
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classification accuracy must be very high; conversely, if the subpopulation were rare

then a lower level of accuracy would suffice (for this application).

3.5 Approaches for evaluating map accuracy

The key uncertainties in developing an accuracy assessment protocol flow from the

tradeoffs between samples collected (n), p value (error bar widths) and the choice or

selection of the description of accuracy. Czaplewski (2003) and Goodchild et al.

(1994) provided a comprehensive discussion of these issues. Goodchild et al. (1994)

outlined three possible scenarios for evaluating map accuracy. The first, which was

originally described by Aronoff (1985), involves identifying the minimum map

accuracy that would cause the null hypothesis (associated with a specified target

accuracy) to be rejected. The second determines, with a required level of certainty,

that the desired level of accuracy has been achieved. The third approach assesses, for

a given sample map accuracy, the probability that the actual map accuracy equals or

exceeds a specified target.

The first approach described above is perhaps the most suitable for large-area

land cover product validation because it facilitates the use of smaller sample sizes. A

one-sided z-test statistic can be used to identify the range of minimum map

accuracies that would not cause rejection of the null hypothesis (e.g. where

H050.80). The z-test statistic may be determined as follows:

z~ p̂{p
� �. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p 1{pð Þ=n
p

ð1Þ

where p̂ is the sample map accuracy, p is the target map accuracy and n is the size of

the sample. If the calculated z value is greater than 22.36 (99% confidence level),

21.65 (95% confidence level), or 21.29 (90% confidence level) then the null

hypothesis is not rejected (H0 : p~p̂). Note that equation (1) is based on the

binomial variance of binary sample data, and is therefore valid only for simple

random sampling of individual pixels with a binary attribute (i.e. correct, incorrect).

If other sampling strategies are used, such as stratified or cluster sampling, a

correction for the difference in design (design effect) must be applied to the sample

size (Kish 1967). Table 1 contains some examples of minimum accuracies for a small

number of sample sizes, at various significance levels, calculated using equation (1).

Czaplewski (2003) provides similar tables to aid in the selection of an appropriate

sample size based on desired levels of accuracy. These tables help the analyst

evaluate the costs and benefits associated with increasing sample size and thereby

Table 1. Minimum acceptable map accuracies ( p̂ values) by significance levels and

sample size, assuming a target accuracy of 80%.

Sample size (n)

Significance level (a)

0.01 0.05 0.10

20 0.589 0.652 0.685
100 0.701 0.734 0.748
300 0.745 0.761 0.770
500 0.757 0.770 0.777

1000 0.770 0.779 0.783

Adapted from Goodchild et al. (1994).
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increase the precision of the estimates. Clearly, as sample size increases, the

confidence with which one could reject the null hypothesis increases (Aronoff 1985).

The minimum accuracy approach is very tolerant, as a sample map accuracy must

be low before the assertion that the sample accuracy differs from the target accuracy

may be rejected.

Another form of the minimum accuracy approach is to determine the sample size

appropriate for a given acceptable error (deviation from target accuracy) and

significance level:

n~
pq

E=za½ �2
ð2Þ

where p is the required accuracy of the data, q is (12p), E is the acceptable error and

za is the a-quantile of the normal. Table 2 is a compilation of the appropriate sample

sizes for a given level of acceptable error and significance. In order to account for

the likelihood that not all of the selected samples can be validated (for logistical or

other reasons), sample size is often increased to ensure that the minimum sample size

is attainable (Nusser and Klaas 2003, Stehman and Czaplewski 2003).

3.6 Selecting the sample design

At this point in establishing an accuracy assessment framework, an objective for the

validation has been clearly defined, the sample frame has been determined, the

sampling unit has been selected, an appropriate target accuracy has been chosen and

a sample size that facilitates hypothesis testing relative to that target accuracy has

been identified. Now the question of where to sample must be addressed by the

selection of an appropriate sample design. The selection of the sample design is

perhaps the most complex decision to be made in the planning of an accuracy

assessment. Several sources provide reliable guidance on the selection of sample

design (Skidmore and Turner 1992, Moisen et al. 1994, Stehman and Overton 1996,

Stehman 1996a, b, 1999, Kalkhan 1998, Stehman and Czaplewski 1998). Stehman

and Czaplewski (2003) note that there are two specific design criteria that are

desirable for large-area land cover validation: cluster sampling to reduce travel costs

for field visitation or to reduce acquisition costs for aerial photography, and

stratification by land cover class, to enable accuracy parameters to be reported by

class with adequate levels of precision. Examples of accuracy assessments which

incorporate both of these design features are Yang et al. (2001) and Nusser and

Klaas (2003).

Table 2. Sample sizes versus acceptable error.

Level of acceptable
error

80% accuracy

90% CI (n) 95% CI (n) 99% CI (n)

0.01 2663 4356 8911
0.03 296 484 990
0.05 107 174 356
0.10 27 44 89
0.20 7 11 22

Adapted from Goodchild et al. (1994).
n, number of Samples.
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Czaplewski (2003) noted that simple sample designs are preferred as they preclude

reliance on professional statisticians and allow those who produce the maps to

conduct the accuracy assessment directly; however, the complexity of a large-area

land cover validation exercise necessitates the expertise of a professional statistician.

As outlined by Stehman et al. (2003), a sampling design should comply with four

criteria: standards of defining a probability sample must be adhered to; adequate

sample sizes must be used for estimating user’s accuracy with acceptable levels of

precision; cost efficiencies must be considered; and the spatial distribution of

samples must be representative across the area of interest. The use of a probability

sampling design, where each sampling unit has a known likelihood of inclusion in

the sample, is critical for statistical validity and analysis (Czaplewski 2003). Cost

efficiency may be achieved by the selection of a sampling strategy ‘that can provide

the same variance using fewer sampling locations than another strategy’ (Stehman

1996b, p. 486). For large-area land cover product validation, Stehman (1996b)

suggested that stratification by large geographic regions would be useful to ensure a

spatially representative sample of adequate size to support regional reporting.

Stratification by land cover class places a higher priority on the calculation of user’s

accuracy and commission errors (Aronoff 1982, Stehman 1995). Sample size is

linked to the sample design; therefore, sample size should be revisited after a sample

design has been selected (Czaplewski and Patterson 2003).

4. Response design

The response design is the protocol for determining the reference classification

recorded at each sampling unit (Stehman 2001). There are two distinct components

of a response design: the evaluation protocol, which are the procedures used to

collect the reference information, and the labelling protocol, which specifies the land

cover label that will be assigned to the sampling unit.

4.1 Selecting an evaluation protocol

In defining the evaluation protocol, the spatial support region (SSR) is chosen. The

SSR is defined as ‘the size, geometry, and orientation of the space on which an

observation is defined’ (Atkinson and Curran 1995, p. 768). The SSR is an area

surrounding a sampling unit that is used as context for determining the reference

classification of the sampling unit. The size and shape of the SSR may vary

according the land cover class (e.g. discrete features such as lakes versus extensive

features such as forests) (Stevens 1994, Stehman and Czaplewski 1998), may be

consistent for all features (Nusser and Klaas 2002, Stehman et al. 2003) or may just

be the sample unit itself. The impact of conservative bias on accuracy results, caused

by spatial registration error and the spatial heterogeneity of the land cover, can be

lessened by the wise use of a spatial support region (Verbyla and Hammond 1995).

Foody (2002) emphasized the need to incorporate positional tolerance into thematic

accuracy assessments, citing the propensity of remote sensing studies to adopt site-

specific accuracy assessment procedures when the ability to co-locate sites in the

derived map and ground data set is questionable.

The evaluation protocol also includes the methods by which the SSR is used to

define the reference classification. For example, a pixel sampling unit could have a

363 pixel neighbourhood SSR and the mode of the SSR could be used to determine

the reference classification for the sample unit. However, the accuracy estimates
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generated are then only applicable to a product that is similarly generalized — not to

the original product (Czaplewski, 2003). It is also possible to subsample within the

SSR to determine the reference classification (e.g. by using line transects, point

samples or cluster plots). This sampling serves only to inform the labelling protocol

and is separate from the sample design; however, it may also provide information on

the heterogeneity within or surrounding the sample unit (Stehman and Czaplewski

1998).

4.2 Selecting a labelling protocol

Based on the information provided by the evaluation protocol, the labelling

protocol determines the reference classification of the sampling unit. Labelling is

generally restricted to one land cover class; however, some studies have opted to

record both a primary and secondary land cover class (Edwards et al. 1998, Stehman

et al. 2003). Finally, the labelling protocol defines the nature of agreement between

the map source and the reference source. In Stehman et al. (2003) agreement was

defined as a match between the mode map class of a 363 pixel SSR and either the

primary or the secondary label of the reference classification. Note that a SSR can

be used to determine the reference classification as well as the rules of agreement

between the map and the reference data.

With regard to the manner in which the reference data are classified, Congalton

(2001) suggested the reference data must be classified using the exact same

classification scheme as the map data in order to reduce confusion. However, a

scenario where the reference data has a more detailed classification schema than the

map data may be advantageous for statistical estimation (Czaplewski 2003). Unless

the reference data are purpose-acquired for the accuracy assessment, they will rarely

have the same classification scheme as the map data. The selection of an appropriate

source of reference data for large area land cover validation is difficult. Merchant

et al. (1994: 69) suggested the use of ‘a cumulative process of validation that

involved consideration of a number of different types of evidence supporting or

refuting the accuracy of a given product’. By their very nature, large-area land cover

products are spatially extensive and it is unlikely that there will be one source of

appropriate reference data that covers the entire area of interest. Logistical

constraints often prevent purpose-acquired field measurements, and alternative data

sets are frequently used. Examples of reference data sources that are suitable for

large-area land cover validation include alternative GIS data sets, purpose-acquired

field data, aerial photograph interpretation, and purpose-acquired airborne data.

5. Analysis protocol

The final component of the accuracy assessment is the application of analysis and

estimation protocols to the reference sample (Stehman and Czaplewski 1998).

Comparisons of the map and reference data are made using a simple cross-

tabulation, the product of which is known as a contingency table or a confusion

matrix. The confusion matrix is currently at the core of the accuracy assessment

literature (Foody 2002), partly because of the many measures of classification

accuracy that may be derived from it. Stehman and Czaplewski (1998) suggest that

the error matrix should be reported in terms of proportions rather than counts and

that an error matrix should never be normalized; rather, preference is given to the

use of conditional probabilities based on marginal proportions.
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In general, simple accuracy parameters such as the overall classification accuracy

and producer’s and user’s accuracies are easily computed and understood, and are

thought to capture the essential quality of the map product (Congalton and Green

1999). Other statistics, such as the kappa coefficient, the errors of omission and

commission, and additional summary measures may also be reported; however, the

use of a single summarized measures must be treated with caution (Stehman 1997).

Confidence levels, and spatial depictions of uncertainty are possible to support the

interpretation of accuracy and map quality (McGwire and Fisher 2001).

Estimating accuracy parameters requires incorporation of the inclusion probabilities

for the design used (Stehman and Czaplewski 1998). Known inclusion probabilities are

required for consistent estimation of accuracy parameters (Stehman 2001), hence the

significance of using a probability-based sampling design. Parameter estimation must

be done using the correct estimation formula for the selected sample design. Similarly,

variance estimation must also be done using the appropriate formula for the given

sample design (Czaplewski 1994, 1998, Stehman 1995). The estimated accuracy

parameters must be presented with their standard errors to provide the end-user with

sufficient information to decide whether they will use the data for their own

applications. Finally, the interpretation of the results, in the context of the objectives of

the accuracy assessment, is also worthwhile in guiding end-users to appropriate usage

of the large-area land cover product.

6. An example large-area land cover accuracy assessment framework

A land cover map of the forested area of Canada is being produced to year 2000

conditions and is scheduled for completion in early 2006 (Wulder et al. 2003). Over

400 Landsat scenes will be required to map the forested area of Canada (Wulder and

Seemann 2001) with 21 different land cover classes (Wulder and Nelson 2001). Due

to the large area involved, differing acquisition seasons and years are being included

in the source imagery for the classifications (Wulder et al. 2004b). The actual

classification is being undertaken by federal, provincial and territorial agencies and

private industry. Agencies primarily concerned with the non-forest land base will be

mapping other regions, such as agricultural areas and the far north, to represent

circa 2000 conditions.

The purpose of this section is to describe how the accuracy assessment framework

for large-area land cover could be applied to the EOSD mapping project. The

presentation of this framework is intended to serve as an example from which

similar procedures for differing jurisdictions may be developed. The primary

objective of an assessment of the accuracy of the EOSD product is to report, on a

national scale, the overall accuracy of the EOSD large-area land cover product. The

secondary objective is to report users’ accuracies for individual classes to further

facilitate user confidence. In addition, the ability to report overall accuracy by

ecozone is also desirable. The emphasis in developing this product is on the forested

classes; therefore non-forest classes may be given less weight in the sample design

(and therefore will have a lower probability of selection). Accordingly, any tradeoffs

requiring a reduction in sample size will be made to non-forest classes. Applied uses

of this product include the National Forest Inventory (NFI), biomass estimation,

carbon budget modelling, and support for estimation of forest change over time

(Wulder et al. 2004c). All these applications require information regarding the

forested area of Canada, so the objectives of the accuracy assessment, as stated

above, correspond with the identified user needs.
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6.1 Sample design

The sampling frame for this assessment is restricted to the forested area of Canada,

which is mapped under the mandate of the EOSD project, as shown in figure 1. The

sampling plan is hierarchical, with two levels of stratification and two stages of sample
selection (figure 2). This sampling approach is cost-effective and ensures sufficiently

large sample sizes for each land cover class stratum (Wickham et al. 2004b). An 80%

level of accuracy provides an arbitrary benchmark for assessing the EOSD product;

however, an alternative accuracy standard may be identified after the completion of an

initial pilot study. Such a standard may be based on the level of accuracy required for

the intended application of the EOSD product (Czaplewski and Patterson 2003). When

Figure 1. Proposed sample design for EOSD accuracy assessment. (a) The full sampling
frame, comprised of the forested area of Canada (green) with the first level of stratification —
the ecozone boundaries. Overlaid are the 1 : 250 000 NTS mapsheets or PSU. (b) A sample
1 : 250 000 NTS mapsheet, overlaid with the NFI photo plots. (c) The extent of a NFI photo
plot, with the treed coniferous dense strata shown in red. (d) The SSU with the treed
coniferous dense strata shown in red.
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the selected target accuracy is combined with the level of acceptable error (e.g. 10%), an

appropriate sample size for the assessment may be calculated.

6.1.1 Allocation of primary sampling units (PSU). For the EOSD sample design,

the first level of stratification is formed by the 10 forested ecozones of Canada

(figure 1). The ecozones are broad areas of similar ecological characteristics and

their use for stratification ensures that the sample is spatially distributed across the

country. In addition, the ecozones provide a framework for subsequent investiga-

tions into the spatial variability of the EOSD product accuracy. The primary

sampling unit (PSU) is the 1 : 250 000 National Topographic System (NTS)

mapsheet, which is the unit of product delivery for the EOSD project. Each

1 : 250 000 NTS map sheet is approximately 145 km6111 km in size (figure 1).

The ecozones vary in size and therefore the number of PSUs within each ecozone

also varies (table 3). If PSU were allocated equally to each ecozone, the selection

probabilities for the PSU would not be the same in every ecozone. As a result, the

variation between the sampling weights would be large, resulting in a large variance

in the national estimate of EOSD product accuracy. If the PSU were allocated

proportional to the ecozone area, the selection probabilities for all PSU would be

equal; unfortunately several of the ecozones would have PSU sample sizes that

would make any reporting of accuracy, by ecozone, unreliable. A compromise

between equal and proportional allocation of PSU is therefore necessary (Kish

1988). Such a compromise seeks to find a balance between reliable ecozone estimates

and a reliable national estimate of accuracy, and may be achieved by allocating the

PSU proportional to the square root of the ecozone area (table 3).

6.1.2 PSU sample size determination. Given the parameters of 80% accuracy with

a 10% acceptable error, a minimum of 27 PSUs are required to determine whether

Figure 2. Sampling design for accuracy assessment of EOSD land cover product.
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the sampled map accuracy is significantly different from the target of 80% accuracy

at the 90% confidence level (see table 2). This sample size is then inflated by 15% to

account for non-response, to a total sample size of 31 PSUs. The sample sizes

included in table 2 have been derived using the binomial distribution, and an

assumption of simple random sample design has been made. As the binomial

distribution tends to be overly optimistic in the determination of sample size, and

because a two-stage cluster sampling method is being used, the sample sizes will need

to be adjusted from the figures presented in table 2. In addition, the impact of spatial

autocorrelation of the secondary sampling units (SSUs) on the among-PSU variance

must be accounted for (Cochran 1977, Magnussen 2001, Wickham et al. 2004a).

Due to the size of the PSU (145 km6111 km) in this study and the number of SSUs

each PSU contains (approximately 25.5 million) the likelihood of spatial auto-

correlation is high (Campbell 1981). In order to ensure that a sufficient sample size

has been selected, the PSU sample size should be increased accordingly.

Magnussen (2001) outlines a method for adjusting sample size to account for the

effects of spatial autocorrelation. Based on past research using similar data types in

Canada, land cover pixels have been found to be autocorrelated in space by a first-

order autoregressive correlation of 0.1 to 0.2. The asymptotic variance inflation due

to clustering of SSUs when SSU size goes to infinity is between 2.5 and 3.1. This

information can then be used to select a larger sample size, in order to compensate

for the impact of spatial autocorrelation on the sample variance. By using the square

root of 2.8 (the middle of 2.5 to 3.1 range), a prudent value for sample size inflation

is derived (1.7). In our EOSD example, the sample size should therefore be increased

from 31 to 53 PSUs.

6.1.3 Selection of secondary sampling units (SSUs). Each selected PSU is stratified

by the EOSD land cover classes. Within each land cover class stratum, a random

sample of SSUs is selected. The SSU is the 25 m pixel that forms the minimum

mapping unit of the EOSD product. A sample of 100 SSUs per land cover class

stratum is desirable (Stehman 2001). For example, if a PSU contains 10 different

land cover classes, the total number of SSUs will be 1000 (10 classes, 100 samples per

Table 3. Allocation of PSU by ecozone.

Ecozone

Number of
PSU in
ecozone Area (ha)

Allocation
of PSU

proportional to
ecozone area

Allocation of PSU
proportional to
square root of
ecozone area

(no. of PSU selected)
(no. of PSU

selected)

Taiga Plains 88 62, 025, 662 5 5
Taiga Shield 167 138, 723, 503 11 8
Boreal Shield 196 205, 562, 705 16 10
Atlantic Maritime 35 28, 816, 897 2 4
Boreal Plains 83 71, 213, 468 5 6
Taiga Cordillera 44 25, 124, 722 2 3
Boreal Cordillera 61 44, 476, 028 3 5
Pacific Maritime 40 23, 899, 364 2 3
Montane Cordillera 51 47, 810, 200 4 5
Hudson Plains 50 43, 489, 543 3 4
TOTAL 815 691, 142, 093 53 53
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class). Across the country, this could result in a total minimum sample size of 53 000

SSUs (53 PSUs, 10 class per PSU, 100 samples per class), although the final total

will depend on the number of different land cover classes found within each PSU. If

a PSU is found on an ecozone boundary and the selected SSU is located outside the

ecozone, the SSU would not be selected. This maintains the equal probability

feature of the second stage of the design.

6.2 Response design

One possible reference data source for validation could be the independent GIS and

field data available through the National Forest Inventory (NFI) programme (Gillis

2001). The NFI is a new forest inventory programme that will cover all of Canada.

In order to provide reliable statistics, the NFI will sample a minimum of 1% of

Canada’s landmass. This 1% sample translates into a nominal design of 2 km62 km

plots located on a 20 km620 km network, resulting in approximately 20 000 sample

plots for Canada. The 2 km62 km plots will be identified on conventional, mid-

scale aerial photography, and will be delineated and interpreted according to land

cover classes and other forest stand attributes. The reference classification between

the EOSD product and the NFI are compatible, as the NFI uses the same

classification system as the EOSD (Wulder and Nelson 2001). The distribution of

the NFI photo plots within any given PSU, as shown in figure 1, does not provide a

continuous representation of land cover within the PSU. On average, each PSU will

contain approximately 33 NFI photo plots. Issues related to the comparison of

raster (EOSD) and vector (NFI) data require further investigation before such a use

of the NFI may be committed to.

Where NFI data are not available (e.g. in far northern areas), purpose-acquired

airborne video could be a source of reference data. This reference data source will be

point samples and, therefore, the reporting and comparison of class areas or class

diversity, as completed with the NFI data, will not be required. Investigations are in

progress to explore the utility of various spatial support regions for both the

labelling protocol and the definition of agreement between the map and reference

sources; it is anticipated that some form of a spatial support region will be necessary

for both these purposes.

7. Conclusion

The accuracy assessment of large-area land cover products presents many unique

challenges to the remote sensing community; however, rigorous validation methods

are emerging from the literature as the creation and assessment of large-area land

cover products increases. In this paper, we have provided an accuracy assessment

framework which details the key decision points that should be addressed in the

design of a statistically robust validation of large-area land cover products. These

decision points are summarized in table 4. The overall structure of the framework

involves the three key components identified by Stehman and Czaplewski (1998):

sample design, response design and analysis. Each of these components must be

considered in concert as each has impacts on the overall design.

In the context of selecting the appropriate sample design, the target population

must be identified, the unit of sampling must be selected, the desired level of

accuracy and significance level must be chosen, and the required sample size for

hypothesis testing (and the method of testing) must be determined. Most
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importantly, the method for selecting the samples must be chosen, considering the

requirements of a spatially representative sample, efficiency, and a probability

sampling scheme where inclusion probabilities for all samples are known explicitly.

The sample design may be chosen regardless of the actual reference data that will

be used to validate the classification. The response design, on the other hand, deals

with all the details specifically associated with the reference data. A response design

is comprised of an evaluation protocol and a labelling protocol. These protocols

determine the size and shape of the SSR, as well as the manner in which the SSR is

to be used to determine the reference classification for the sampling unit (e.g. mode,

mean). These protocols also detail how the reference data will be classified and what

definition of agreement will be used for the validation. Ultimately, the response

design identifies what reference data are to be collected. The spatial extent of large-

area land cover products typically results in constraints on the types of reference

data that can be used.

Table 4. Accuracy assessment framework for large area land cover products.

OBJECTIVE What is the objective
of the accuracy
assessment?

N What is the priority: overall map accuracy or
individual class accuracy (or both)

N Are there rare classes of special interest?
N Is precision a priority for specific target classes

of interest?
N What are the intended applications for the

large area land cover product?
SAMPLE

DESIGN
Target population N What is the target population?
Sample frame N How will the samples be selected?
Sample unit N What to sample?
Sample size N What is the target or accepted level of

accuracy?
N What method of hypothesis testing will be

used?
N How many samples are appropriate given the

answers to the preceding two questions?
Sample design N Where to sample (what method of sample

selection will be used)?
RESPONSE

DESIGN
Evaluation protocol N What is the spatial support region (SSR) on

which the reference land cover evaluation will
be determined?

N What is the size and shape of the SSR?
N How will the SSR be used to determine the

reference classification?
N What reference data are to be collected?

Labelling protocol N How will the reference data be classified for
comparison with the image data?

N What will be the definition of agreement
between the map label and the reference label?

N Will the protocol be relevant from the
perspective of the end-user?

ANALYSIS
AND
ESTIMATION

Error matrix N Report in proportions rather than counts.
Estimation of accuracy

parameters
N What is the appropriate formula to estimate

the accuracy parameters based on the sample
design?

Variance N What is the appropriate formula to estimate
the variance for the accuracy parameters
based on the sample design?
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The final component of the accuracy assessment framework is the analysis of the

results and the estimation of the accuracy parameters. An error matrix is a useful

mechanism for summarizing results and facilitating the calculation of accuracy

measures; it is vital that appropriate methods be used to calculate the accuracy

parameters, as the methods vary with the sample design. The reporting of

confidence intervals for accuracy measures provides additional information to the

user, as does the interpretation of the results in the context of the stated accuracy

assessment objective. Large-area land cover products are complex and require

validation plans with clearly defined goals and objectives. Furthermore, these plans

must identify, document and execute proper statistical procedures. Ultimately, a

well-designed and transparent accuracy assessment protocol will ensure that the user

applies the large-area land cover product appropriately—with full awareness of the

nature and limitations of the product’s accuracy.
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